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Abstract. Security protocol analysis has been a major research topic in information security and recognised to be a notoriously hard problem. In this paper, we take the advantage of answer set programming technology to develop an effective framework to verify security protocols carrying claimed security proof under adversary models on computational complexity theory. In our approach, a security protocol, adversary actions and attacks can be formally specified within a unified logic program. Then the verification is performed in an automatic manner by computing the stable models of the underlying logic program. We use Boyd-González Nieto conference key agreement protocol as our case study protocol to demonstrate the effectiveness and efficiency of our approach.

1 Introduction

In recent years, security protocols are increasingly being used in many diverse secure electronic communications and electronic commerce applications. However, despite an enormous amount of research effort expended in design and analysis of such protocols, it is still notoriously hard. When security protocols are designed by hand, errors may creep in by combining protocols actions in ways not foreseen by the designer [3]. Some protocols have been found errors after they were published many years, even since they have been proven secure [10].

The study of cryptographic protocols has led to the dichotomization of cryptographic protocol analysis techniques between the formal methods approach and the computational complexity approach [8]. The formal methods approach is to use logic based methods including model checking and theorem proving to automatically verify a protocol. The computational complexity approach, on the other hand, adopts a reductive process which allows a proven reduction from the problem of breaking the protocol to another problem believed to be hard. These two approaches have been developed in two mostly different communities. Recently, some research works have been done to bridge the gap between them, which achieve automatic provability under classical computational models, see [2, 4] for example.

In this paper, based on the answer set programming approach [5], we propose a framework to analyze security protocols that are found insecure against certain types of attacks. We use Boyd-González Nieto conference key agreement protocol as our case study protocol to demonstrate our approach.
2 Logic Programming Specification for Security Protocols

Modelling security protocols

Now we present how to model a security protocol through the case study protocol (refer to the appendix A for the complete specification program). For specification simplicity and efficiency, we simplify the case study protocol to a two-party protocol showed in Figure 2 as explained in [9]. Because in a protocol flow of Figure 1, message 1 and 2 can be sent concurrently, in the simplified protocol, we merge them into one message.

\[
\begin{align*}
1. \; U_1 \rightarrow U_2 : & \; U = \{U_1, U_2\}, S_{\delta_{U_1}}(U, \{N_1\}_{e_{U_1}}), \{N_1\}_{e_{U_2}} \\
2. \; U_2 \rightarrow U_1 : & \; U_2, N_2 \\
& \; SK_{U_1} = H(N_1 || N_2) = SK_{U_2}
\end{align*}
\]

**Fig. 1.** Simplified Boyd-González Nieto Conference Key Agreement Protocol

Let \( U = \{U_1, U_2\} \). The initiator, \( U_1 \) encrypts \( N_1 \) using the public key of \( U_2 \), signs \( U \) and the encrypted nonce \( \{N_1\}_{e_{U_2}} \), and broadcasts \( U \), the signature value and the encrypted nonce in message flow 1. The principal, \( U_2 \), upon receiving the initiate message, will respond with his/her identity and a random nonce in message flow 2.

The first part of protocol specification is to set up principals and their keys through predicates, \( \text{player}(A) \), \( \text{agent}(A) \), \( \text{ag}.\text{id}(A,N) \), and \( \text{key}(K) \), where \( K \) is one of key functions. For instance, in our case study protocol, we have

\[
\begin{align*}
\text{player}(u_1), \text{player}(u_2), & \; \text{adversary}(a) \\
\text{ag}.\text{id}(u_1,0), \text{ag}.\text{id}(u_2,1), \text{ag}.\text{id}(a,2) \\
\text{key}(p\text{Key}(A)) & \; \leftarrow \text{agent}(A). \\
\text{key}(s\text{Key}(A)) & \; \leftarrow \text{agent}(A). \\
\text{key}(\text{sig}.s\text{Key}(A)) & \; \leftarrow \text{agent}(A). \\
\text{key}(\text{sig}.v\text{Key}(A)) & \; \leftarrow \text{agent}(A).
\end{align*}
\]

The second part is to model relationships between keys of principals. In the case study protocol, there are encryption and signature keys which are specified as follows.

\[
\begin{align*}
\text{asym\text{KeyPair}}(p\text{Key}(A), s\text{Key}(A)) & \; \leftarrow \text{agent}(A). \\
\text{asym\text{KeyPair}}(\text{sig}.s\text{Key}(A), \text{sig}.v\text{Key}(A)) & \; \leftarrow \text{agent}(A). \\
\text{asym\text{KeyPair}}(K_1, K_2) & \; \leftarrow \text{asym\text{KeyPair}}(K_2, K_1).
\end{align*}
\]

The third part is about message flows in a protocol. During a protocol run, we assume that if a principal \( A \) sends a message to \( B \) and the adversary does not intercept it, \( B \) will receive it at the next time. We model the assumption using the rule:

\[
\begin{align*}
gets(B, M, P, T + 1) & \; \leftarrow \text{sends}(A, B, M, P, T), \\
\text{neg}(A, B, \text{not intercept}(a, M, P, T + 1)).
\end{align*}
\]
A protocol consists of a sequence of messages. Except the first message which is sent by the initiator of the protocol run, principals will check preconditions before they send a response message. As explained in [3], a protocol was denoted like:

\[
A \rightarrow B_{i} : m_{i}, p_{i} \quad \% \text{first message } A \text{ must send}, \ldots \\
B_{i} \rightarrow A : m_{i}, p_{i} \quad \% \text{first message } A \text{ must receive}, \ldots \\
A \rightarrow B_{i} : m_{i}, p_{i} \quad \% \text{last message } A \text{ must send before } m, \ldots \\
B_{i} \rightarrow A : m_{i}, p_{i} \quad \% \text{last message } A \text{ must receive before } m, \ldots \\
A \rightarrow B : m, p
\]

As showed above, principal A will sends message \((m, p)\) to B, if we check that a sequence of messages should have been received and sent before \((m, p)\) in a correct run. We code the following rule:

\[
\text{sends}(A, B, m, p, T + 1) \leftarrow \\
\text{sends}(A, B_{1}, m_{i}, p_{i}, T_{i}), \ldots, \text{sends}(A, B_{i}, m_{i}, p_{i}, T_{i}), \\
\text{gets}(A, m_{i}, p_{i}, T_{i}), \ldots, \text{gets}(A, m_{i}, p_{i}, T_{i}), T_{i} > T_{i}, \ldots, T_{i} > \\
\text{protocol-dependant literals} \\
\text{contains}(m, p, \text{msg}(.)).
\]

We consider preconditions for sending message \(m\) by principal \(A\) as actions that \(A\) has performed in previous steps according to the protocol run. Protocol dependent literals are usually to check the freshness of random nonces or timestamps and other conditions needed by particular protocols. Because we represent a message using a message id and type in predicate \text{sends}, we should add a fact rule, in which \text{contains} is the head to denote what the message is indeed.

For instance, in our case study protocol, principal \(u_{1}\) sends an initial message to start a protocol run. We model it as the following rule.

\[
\text{sends}(u_{1}, \text{all}, 0, 0, 0), \\
\text{contains}(0, 0, \text{agset}(u_{1}, u_{2})), \\
\text{contains}(0, 0, \text{sign}(\text{sig}_{\text{K}1}(u_{1}), \text{agset}(u_{1}, u_{2})||\text{enc}(\text{pK}(u_{2}), n(0))))), \\
\text{contains}(0, 0, \text{enc}(\text{pK}(u_{2}), n(0))).
\]

Finally, we model the principal knowledge including the principal initial knowledge base and knowledge change during the protocol run. Each principal taking part in the protocol run has an initial knowledge base such as other principals’ public keys. While sending and receiving messages, principals will hold them and derive more information by breaking or decrypting all messages for which they have a key. Their knowledge will change during the protocol run. We use predicate \text{holds} to specify principals’ knowledge.

For encryption and signature keys in the case study protocol, we code initial knowledge bases for principals using following rules.

\[
\text{holds}(A, \text{pK}(B), 0) \leftarrow \text{agent}(A), \text{agent}(B), \\
\text{holds}(A, \text{sig}_{\text{K}}(B), 0) \leftarrow \text{agent}(A), \text{agent}(B), \\
\text{holds}(A, \text{sk}(A), 0) \leftarrow \text{agent}(A), \\
\text{holds}(A, \text{sig}_{\text{sk}}(A), 0) \leftarrow \text{agent}(A).
\]
Then we write following rules to model principals’ knowledge change during the protocol run.

\[
\begin{align*}
holds(A, M, T) & \leftarrow gets(A, M, P, T) \\
holds(A, M, T) & \leftarrow sends(A, B, M, P, T), \\
holds(A, S, T) & \leftarrow holds(A, M, T), contains(M, P, S) \\
holds(A, S_1, T) & \leftarrow holds(A, M, T), contains(M, P, S_1 || \ldots || S_n).
\end{align*}
\]

\[
\ldots
holds(A, S_n, T) \leftarrow holds(A, M, T), contains(M, P, S_1 || \ldots || S_n).
holds(A, S_1, T) \leftarrow holds(A, enc(K_1, S_1 || \ldots || S_n), T).
holds(A, K_2, T_1), asymKeyPair(K_1, K_2).
\]

\[
\ldots
holds(A, S_n, T) \leftarrow holds(A, enc(K_1, S_1 || \ldots || S_n), T),
holds(A, K_2, T_1), asymKeyPair(K_1, K_2).
\]

**Modelling attacks**

In our framework, the adversary model is closely based on Bellare-Rogaway model. If protocols with claimed security under Bellare-Rogaway model are found to be violating any of the conditions in the definition of *insecurity*, they will be insecure in Bellare-Rogaway model. Moreover, the proof of the protocol will also be invalid. Based on the definition of *insecurity*, we should model *SID*s and session keys of principals. The *SID* of a principal is the concatenation of all messages he receives and sends. We use predicate *inSidList(U, M)* to record the messages that the principal *U* receives and sends.

\[
\begin{align*}
inSidList(U, M) & \leftarrow sends(U, all, M, P, T). \\
inSidList(U, M) & \leftarrow gets(U, M, P, T).
\end{align*}
\]

The following two rules specify that two principals have same *SID*s, where the first one denotes that if a message is in the session id list of principal *U_1*, and not in the session id list of principal *U_2*, *sid_neq_pair(U_1, U_2)* is true, and the second one specifies conditions which should be satisfied for two principals to have same *SID*s.

\[
\begin{align*}
sid_neq_pair(U_1, U_2) & \leftarrow \\
\quad inSidList(U_1, M), not inSidList(U_2, M), neq(U_1, U_2).
same_sid_pair(U_1, U_2) & \leftarrow \\
\quad not sid_neq_pair(U_1, U_2), not sid_neq_pair(U_2, U_1), neq(U_1, U_2).
\end{align*}
\]

In our case study protocol, the session key of a principal is a one-way hush function of the concatenations of random nonces of all principals taking part in the conference protocol.

\[
\begin{align*}
sk(A, h(n(M_1), n(M_2))) & \leftarrow holds(A, asgset(B, C), T). \\
holds(A, nonce(B, n(M_1)), T_1), holds(A, nonce(C, n(M_2)), T_2).
\end{align*}
\]

The following rule models that principal *U_1* and *U_2* have same session keys.

\[
\begin{align*}
same_sk_pair(U_1, U_2) & \leftarrow \\
\quad sk(U_1, h(n(M_1), n(M_2))), sk(U_2, h(n(M_1), n(M_2))), neq(U_1, U_2).
\end{align*}
\]
Consider the condition 1 in insecurity definition as an instance, if two non-partner oracles have the same session keys, the protocol is insecure. Here two oracles are not partners if they have different SIDs. The attack is modelled as follows:

\[
\text{attack} \leftarrow \text{same_sk.pair}(U_1, U_2), \text{not same_sid.pair}(U_1, U_2).
\]

Note that \text{same_sk.pair}(U_1, U_2) denotes that principal \(U_1\) and \(U_2\) have same session keys and \text{same_sid.pair}(U_1, U_2) denotes that principal \(U_1\) and \(U_2\) have same SIDs.

3 Model Checking and Verification

After specifying security protocols, adversary actions, and attacks using lanugage \(L_{ap}\), we merge three parts into a logic program \(P\) in which we add a constraint rule,

\[
\leftarrow \text{not attack}.
\]

We use Smols system [11] to verify security protocols as follows: (1) through \text{lpars}, we obtain a finite ground logic program \(P^g\) from program \(P\); (2) Using \text{smols}, we compute stable models of ground program \(P^g\); (3) If no stable model exists, the attack does not exist for protocol runs up to time \(t_{max}\)^1; (4) If there is a stable model, we collect atoms representing actions, \text{send}, \text{gets} and \text{intercept} that are true in the model, from which we can find the sequence of actions that is an attack trace.

1. At time \(t_0\), initiator \(u_1\) broadcasts an initial message which has three parts: the set of principals in the protocol run, \text{agset}(u_1, u_2); the signature of the principal set and encrypted random nonce \(n(0)\) under the public key of principal \(u_2\), \(\text{sign} (\text{sig.sKey}(u_1), \text{agset}(u_1, u_2)||\text{enc} (\text{pKey}(u_2), n(0)))\); the encryption of the encrypted random nonce \(n(0), \text{enc} (\text{pKey}(u_2), n(0))\)
2. At time \(t_1\), \(A\) receives the message and intercepts it. After modifying the principal set to \(\text{agset}(a, u_2)\) and make a new signature using his own signature key, \(\text{sign} (\text{sig.sKey}(a), \text{agset}(a, u_2)||\text{enc} (\text{pKey}(u_2), n(0)))\), \(A\) fabricates a new message, and sends it to principal \(u_2\). Now \(A\) acts as an initiator and start a different session.
3. At time \(t_2\), principal \(u_2\) receives the message from \(A\) and believes that \(A\) initiates a protocol run.
4. At time \(t_3\), principal \(u_2\) broadcasts his identifier and random number.
5. At time \(t_4\), principal \(u_1\) and \(A\) receive the random nonce of principal \(u_2\). \(u_1\) believes he finishes his own session with \(u_2\), however \(u_2\) believes he is in a different session with \(A\).

An attack was found in 5.460 seconds. We observe that principal \(u_1\’s SID\) is \((0,8)\) and principal \(u_2\’s SID\) is \((1,8)\). Then \(u_1\) and \(u_2\) are not partners since they do not have matching SIDs. \(u_1\) believes the session key \(SK_{u_1} = h(n(0)||n(8))\) is being shared with \(u_2\), but \(u_2\) believes the session key \(SK_{u_2} = h(n(0)||n(8)) = SK_{u_1}\) is being shared with \(A\). Although \(A\) does not know the session key as \(A\) does not know the value of \(n(0)\), he is able to send query \text{Reveal} to the session with \(u_2\) and get \(SK_{u_2} = h(n(0)||n(8))\) which is same as \(SK_{u_1}\). Our case study protocol is not secure under Bellare-Rogaway model as being claimed.

^1 \(t_{max}\) is a max time limitation set up in the logic program.
4 Conclusions

In this paper, we developed a logic programming framework in which we not only use formal verification under adversary models in the computational complexity theory, but also integrate protocol analysis into the approach. As logic programming is a declarative executable approach for knowledge representation and reasoning, in our framework, we defined a security protocol specification language $L_{sp}$ under logic programming with stable model semantics which is used to specify security protocols carrying claimed security proof under adversary models. Using Smodels we are able to verify the program we have modelled. As a case study, Boyd-González Nieto conference key agreement protocol has been specified, verified using our framework.
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